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Affinity and Specificity of Protein U1A-RNA Complex
Formation Based on an Additive Component Free
Energy Model
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An MM-GBSA computational protocol was used to investigate wild-type
U1A-RNA and F56 U1A mutant experimental binding free energies. The
trend in mutant binding free energies compared to wild-type is well-
reproduced. Following application of a linear-response-like equation to
scale the various energy components, the binding free energies agree
quantitatively with observed experimental values. Conformational adapta-
tion contributes to the binding free energy for both the protein and the RNA
in these systems. Small differences in ΔGs are the result of different and
sometimes quite large relative contributions from various energetic com-
ponents. Residual free energy decomposition indicates differences not only
at the site of mutation, but throughout the entire protein. MM-GBSA and ab
initio calculations performed on model systems suggest that stacking
interactions may nearly, but not completely, account for observed dif-
ferences in mutant binding affinities. This study indicates that there may
be different underlying causes of ostensibly similar experimentally ob-
served binding affinities of different mutants, and thus recommends cau-
tion in the interpretation of binding affinities and specificities purely by
inspection.
© 2007 Elsevier Ltd. All rights reserved.
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Introduction

The protein U1A is a component of the spliceo-
some, which excises introns from pre-mRNA prior
to gene expression in eukaryotes.1 Fine control of
complex formation between U1A and stem loop 2
(SL2) of U1 snRNA (U1A-RNA) has been studied via
experiments involving U1A mutants and SL2 base
replacements, and observed affinities (ΔG) and
specificities (ΔΔG) have been reported for the
wild-type system and a number of modified
forms.2–24 The results of these experiments have
raised interesting and important questions about the
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nature of U1A-RNA complex formation at the
molecular level and the relative contributions of
various chemical forces to binding.
U1A binds single-stranded RNA through one of

the most common eukaryotic binding domains, the
RNA recognition motif (RRM), also known as the
RNA binding domain (RBD) or the ribonucleopro-
tein (RNP) domain.2 The general RRM structure is
comprised of a βαββαβ sandwich fold that forms a
four-stranded antiparallel β-sheet supported by two
α-helices.3 The N-terminal RRM of U1A binds SL2
of U1 snRNA and two adjacent internal loops in the
3′-untranslated region of its own pre-mRNA with
high affinity and specificity.4–6 All three target sites
contain nearly identical sequences in the loop,
AUUGCAC closed by a CG base-pair.
The structure of the N-terminal RRM of U1A

(residues 2–117) has been solved by NMR spectros-
copy7 and X-ray crystallography (residues 3–92),8

and the complex of the N-terminal RRM of U1A
(residues 2–97) with SL2 RNA (21 bases) has been
d.
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Figure 2. Overlay of the U1A protein in free7 (blue)
and bound9 (orange, RNA omitted for clarity) forms illus-
trating the closed and open orientations ofαC, respectively.
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solved by X-ray crystallography,9 albeit with two
surface mutations. The tertiary structure of the U1A-
SL2 RNA complex9 and the secondary structure of
SL2 RNA are shown in Figure 1. The C-terminal α-
helix (αC or helix C) of U1A assumes a significantly
different orientation free in solution than that in the
crystal structure of the complex. αC is oriented
adjacent to the β sheet in the bound form, but lies
across the β sheet in the free form (Figure 2), ob-
structing the approach of the RNA. We refer to the
NMR (free) and X-ray (bound) structures of U1A as
the “closed” and “open” forms of αC, respectively. A
recent crystal structure of free U1A (residues 6–98)
exhibits αC in the open orientation, which may have
been due to the solution conditions10 or to the
shorter construct used in the study compared to the
NMR structure.11 An experimental structure of the
free form of SL2 RNA is not available.
Baranger and co-workers investigated the contri-

bution of conserved aromatic amino acids that
participate in stacking interactions to the affinity
and specificity of the N-terminal RRM of U1A. Based
on mutant studies, they found that the highly
conserved F56 contributed significantly to binding
and that the F56A mutant altered the affinity by
more than would be anticipated from a loss in stack-
ing interactions.12,13 Energetic coupling was found
between F56 and A6 of SL2 RNA based on simul-
taneous modification.13 Non-polar base isosteres
could be substituted for A6 with little loss of binding
affinity, evidence that increased hydrophobicity can
compensate for the loss of hydrogen-bonding
interactions.14 Taken together, these data indicate
an important role for the conserved F56 residue in
U1A-RNA binding.
Figure 1. Structure of the N-terminal RRM of U1A
bound to SL2 RNA.9 Inset: nucleic acid sequence of SL2
RNA with nucleotides recognized by U1A for binding
highlighted in red.
Detailed information about chemical forces is not
readily obtained from experiment; as such, the inter-
pretation and understanding of observed binding
constants involves reference to a theoretical and, in
the case of systems of this complexity, a computa-
tional model. One such model involves post-proces-
sing molecular dynamics (MD) trajectories for a
biomolecular complex and its corresponding un-
bound forms to obtain free energies based on a
linearly additive model of terms representing the
various chemical forces. The methodology for this
genre goes by several names, including the master
equation method,15 end point calculations,16 free
energy component analysis17 and the MM-PBSA
method,18 which refers to calculations based on a
molecular mechanics (MM) configurational energy
function combined with Poisson Boltzmann (PB)
continuum treatment of solvation with non-polar
contributions estimated from solvent accessibility
(SA) calculations. A widely used semi-empirical
variant of this method utilizes MD trajectories and
a Generalized Born (GB) approximation to PB
solvation17,19–21 (MM-GBSA).
The results of MM-PBSA-type and related calcula-

tions can provide useful estimates of the contribu-
tion of various terms to a binding free energy, but
are limited in absolute accuracy due to the propaga-
tion of uncertainties in the values of individual
contributions. Viable approaches to additive free
energy calculations of binding and specificity are
due to the laboratories of Honig,22 Gilson,23 Sharp,24

and McCammon,16 and specific applications to
ligand binding have been surveyed by Simonsen
et al.25 We have recently reported several studies
using component analysis on protein-DNA com-
plexes.17,19,26 In many cases, trends in binding free
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energies are well represented and a subsequent step
of linear regression to rescale the MM-PBSA-type
calculated values has proved highly successful.27,28
A theoretical justification of this has been provided
based on linear response (LR) theory and extended
linear response methods.29–31
Anumber of theoretical and computational studies

on the U1A-RNA system have been reported.32–45

Reyes andKollmandescribedMDonU1Abinding to
both SL2 RNA and internal loop RNA32 and
estimated the unbound forms of both U1A and SL2
RNA to be ∼10 kcal/mol lower in energy than the
corresponding bound forms, indicating the critical
role that adaptation plays on complex formation.36

The influence of some mutations that both reduce
and increase affinity was verified.35 Olson37 subse-
quently reported anMM – non-linear PBSA study on
U1A-RNAandprovided a semi-quantitative account
of specificities for mutants at several different
positions. Blakaj et al.38 carried out an early compo-
nent analysis estimate ofΔΔG for the F56Amutant of
U1A-RNA and found that the origin of the large
reduction in affinity upon mutation was due to the
free energy of the unbound form of U1A.
We describe herein an application of the MM-

GBSA-LR computational protocol to wild-type U1A-
RNA and the F56A, F56L and F56W mutants of the
protein. The corresponding experimental measure-
ments were obtained locally and described in a series
of recent articles by Baranger and co-workers.12,13,46
Results

MD simulations of U1A-RNA systems

The MD trajectories computed for this study are
summarized in Table 1. They includewild-typeU1A-
RNA complex, free wild-type U1A in closed and
open conformations, and free SL2 RNA, as well as
Table 1. MD simulations performed

Simulation
length (ns)

Free protein
Wild-type U1A (closed) 5
F56A U1A (closed) 5
F56L U1A (closed) 5
F56W U1A (closed) 5
Wild-type U1A (open) 5
F56A U1A (open) 3
F56L U1A (open) 3
F56W U1A (open) 3

Free RNA
Stem loop 2 RNA 32

Protein-RNA complex
Wild-type U1A-RNA 3
F56A U1A-RNA 3
F56L U1A-RNA 3
F56W U1A-RNA 3
those of three U1A mutants, F56A, F56L and F56W.
MD simulations were performed with explicit water
and counterions. The root-mean-square deviations
(RMSD) of the protein backbone residues Phe8–
Lys98 and RNA backbone atoms from the equili-
brated structures were calculated over the course of
the trajectories and are plotted in Figure 3. TheN and
C-terminal protein residues were omitted from the
RMSD analysis because they are very flexible
throughout the MD simulations, causing high
RMSD values that are not indicative of any sig-
nificant structural changes of interest in the proteins
or protein-RNA complexes.
The RMSD plots of the wild-type U1A-RNA

complex and mutant complexes (Figure 3(a)) are all
quite stable over the 0.5–3 ns portion of the trajectories
for which each was sampled for the MM-PB(GB)SA
calculations. Verification of the wild-type U1A-RNA
complex trajectory is provided by comparison to pre-
vious MD studies on this system.32–34,38,42 The
average RMSD of 1.1 Å is consistent with these prior
studies. Subsequent to this study, the U1A-RNAwild-
type complex trajectory was extended to 10 ns and
remains stable throughout the course of the trajectory.
Thus, results based on the 3 ns trajectory are expected
to be very similar to those that would be obtained
from a longer simulation. The average RMSD of the
F56A mutant complex from the initial structure is
1.4 Å, larger than wild-type and the other mutants
(F56L=1.1 Å, F56W=1.2 Å). This may indicate loss of
stability of the F56A complex, which has been shown
experimentally.47,48
The free U1A simulations in closed form were

run for 5 ns. The RMSD plots of the free wild-type,
F56L and F56W U1A proteins in the closed
conformation stabilize after 2 ns, while the F56A
mutant takes 3 ns to stabilize (Figure 3(b)). Com-
parison to a previous MD study on this system
indicates good agreement40 with an average RMSD
value of 2.1 Å. Comparing the average distance
between the center of mass of helix C and the center
Portion of
simulation selected
for analysis (ns)

No. of snapshots
for MM-PB(GB)SA/NMode

analysis

2–5 150/150
3–5 100/100
2–5 150/150
2–5 150/150
3–5 100/100

0.5–3 125/125
0.5–3 125/125
0.5–3 125/125

8–32 1200/120

0.5–3 125/125
0.5–3 125/125
0.5–3 125/125
0.5–3 125/125



Figure 3. Plots of the RMSD of protein backbone
residues Phe8–Lys98 and RNA backbone atoms from the
equilibrated structures calculated over the course of the
MD trajectories. (a) U1A-RNA complex. (b) Free U1A
protein with helix C in the closed orientation. (c) Free U1A
protein with helix C in the open orientation. (d) Free SL2
RNA.
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of mass of the β-sheet, wild-type and F56W U1A
have similar distances (17.1 Å and 16.5 Å, respec-
tively), while the F56A and F56L are shorter (15.1 Å
and 15.7 Å, respectively). This indicates that helix C
moves to a new space during the MD simulations
in the F56A and F56L mutants, which may affect
binding.
The free U1A simulations in open form were more

stable than those in the closed form, so were run for
3 ns. The simulation of free wild-type U1A in the
open formwas run for 5 ns to confirm the stability of
the open form. The RMSD plots of the free wild-type
and F56 mutant U1A proteins in the open confor-
mation stabilize between 0.5–1 ns (Figure 3(c)). Com-
parison to a previous MD study on this system
indicates good agreement40 with an average RMSD
value of 1.1 Å.
The 32 ns simulation of SL2 RNA appears to be the

longest MD trajectory performed to date on this
system. The all-atom RMSD plot of the free SL2
RNA stabilizes at 8 ns (Figure 3(d)). It can be seen
from the plot that the stem residues are quite stable
throughout the duration of the simulation and that
the flexible loop residues appear to evolve through
two substates with average RMSDs of 3.5 Å and 5 Å
before reaching a more stable conformation with an
average RMSD of 7.5 Å. Previous MD simulations
on SL2 RNA32,33,36,40 have been run between 0.6–
5 ns, thus would not have observed these substates.
However, an average RMSD of 3.5 Å for the first
substate agrees quite well with the results from these
previous studies. Additional analysis of this simula-
tion including a complete analysis of the ion and
hydration atmospheres will be reported elsewhere.

Analysis of wild-type and F56 mutant U1A-RNA
binding free energies using MM-PB(GB)SA
methods

MM-PB(GB)SA component analysis was per-
formed on snapshots extracted from the MD si-
mulations stripped of water and ions, then averaged
over the snapshots to obtain free energies of binding
as described in Materials and Methods. The
“separate trajectory” method involves analysis of
three different trajectories to obtain the overall free
energy of binding: the U1A-RNA complex, the free
U1A protein (in either closed or open form) and the
free SL2 RNA. The “single trajectory” method
obtains all snapshots from the MD simulation of
the complex, and obtains the free protein and RNA
contributions by separating the complex into its
constituent parts. This method is less computation-
ally intensive than the separate trajectory method,
but neglects effects from structural adaptation.
Solute free energy contributions include the MM
energy computed by AMBER and entropy contribu-
tions computed using normal mode analysis.
Solvent free energy contributions include the
electrostatic component computed using PB or GB
implicit solvent methods and the non-polar compo-
nent based on the molecular solvent-accessible
surface area (SASA).
MM-GBSA analysis by end points quantitatively
agrees with observed U1A-RNA binding free
energies after application of a linear-response-type
analysis

The snapshots from the MD trajectories selected
for MM-PB(GB)SA analysis were determined based
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on stabilization of the RMSD plots (Figure 3) and are
reported in Table 1. MM-PB(GB)SA binding free
energies were calculated as described in Materials
and Methods. The electrostatic contribution to the
solvation free energy (Ges in equation (8)) was
calculated using PB as implemented in the pbsa
program in AMBER 8 as well as a number of GB
methods (see Materials and Methods). Upon com-
parison of the computed binding free energies to the
experimental values, the GBOBC(I) method49,50 pro-
vided the most reasonable overall binding free
energies in conjunction with normal mode analysis.
The correct trends for the binding free energies of
mutants are observed by all of the GB methods,
however GBOBC(I) performs best, even compared to
PB (results not shown). As such, analysis through-
out the remainder of this article pertains to the
results obtained using the GBOBC(I) method.
Computed MM-GBSA binding free energies for

wild-type and F56 mutant U1A-RNA systems using
both the single trajectory and separate trajectory
methods are reported in Table 2. Numbers are re-
ported using either the closed or open form of free
U1A protein in the separate trajectory method. ΔGs
relative to wild-type are indicated in parentheses for
each system. In all cases, the computed free energies
of binding for the U1A mutants to SL2 RNA follow
the trend of the experimental binding free energies
compared to the wild-type system. However, the
binding free energies are overestimated by MM-
GBSA, a common result that has been seen in other
studies.20,36 The standard errors (σ) reported in Table
2 are comparable to those seen in other similar MM-
GBSA studies20,36 and are generally smaller than the
ΔΔGs for the mutants compared to the wild-type
system. This indicates that the trend in binding free
energies compared to the experimental data is up-
held upon taking into account the standard error for
each system.
The differences in the binding free energies be-

tween the single trajectory and separate trajectory
methods stems from conformational adaptation.
The free energies of the bound conformations of
U1A protein and SL2 RNA from the single tra-
jectory method are expected to be higher than those
of the free conformations from the separate trajec-
tories. As such, the free energies of binding com-
puted from separate trajectories should be smaller
than those calculated from the single trajectory
Table 2. Calculated average binding free energy (kcal/mol)

Separate traje

Single trajectory U1A closed

GBOBC(I)a σb GBOBC(I)a σb LRa

Wild-type −62.1 (0.0) 3.7 −57.7 (0.0) 3.5 −12.3 (0.0
F56A −43.8 (18.3) 4.0 −37.4 (20.3) 3.8 −6.8 (5.5
F56L −52.5 (9.6) 3.7 −52.3 (5.4) 3.6 −10.7 (1.6
F56W −68.9 (−6.8) 3.6 −55.2 (2.4) 3.7 −11.4 (0.9

a ΔΔGs relative to wild-type are reported in parentheses.
b Standard error of mean values.
c Experimental binding free energies determined by Baranger and
method. This is indeed observed in the binding free
energies in Table 2.
Comparing the binding free energies of the closed

and open forms of U1A obtained from the separate
trajectory method, ΔG for the closed form is more
negative for the wild-type and all of the mutants. In
general, the trend in binding free energies compared
to the experimental values is better for the open
form of U1A primarily because of the ΔG for the
F56L mutant. However, in terms of absolute binding
free energies, the F56A and F56L mutants bind very
weakly in the open form and, in fact, a positive ΔG
indicates that the F56A mutant should not bind SL2
RNA. For these reasons, and because the NMR
structure of the free U1A protein in solution is the
closed form, we chose to base the remaining analysis
on the closed form of U1A.
The trend in the binding free energies of wild-type

and mutant U1A-RNAwas reproduced very well by
MM-GBSA compared to experiment, though the
absolute binding free energies were overestimated.
As MM-GBSA is empirical in nature, the various
energy components may be scaled to obtain more
accurate estimates of free energies. The four systems
in this study have experimentally known binding
free energies, which were used to train the data set.
The solute and solvent electrostatic energy compo-
nents tend to dominate the energy components, so
the energy components were factored into electro-
static terms and non-electrostatic terms, as shown in
equations (11) and (12). Multiple regression analysis
was then applied to optimize the α, β and γ
parameters to derive a LR-like equation:

DG ¼ 0:2796ðDESÞ þ 0:25837ðDNESÞ þ 2:65244 ð1Þ

The optimal amount by which the ES and NES
terms should be scaled are quite similar (0.2796 and
0.25837, respectively), suggesting that multiplica-
tion by a constant may have been a sufficient choice.
However, several different methods were explored,
including different numbers of parameters, and this
equation gave the best fit and lowest error com-
pared to the experimental data.
The results from the LR-type analysis in equation

(1) are shown in the LR column in Table 2 and re-
produce the experimental binding free energies quite
well. The binding free energy predicted for the F56L
U1A mutant with SL2 RNA remains more favorable
ctory

U1A open

GBOBC(I)a σb MP2/6-311G(d,p)a EXPTc

) −23.1 (0.0) 3.4 1.7 (0.0) −12.7±0.3 (0.0)
) 2.7 (25.9) 3.5 4.0 (2.4) −7.2±0.3 (5.5)
) −0.4 (22.7) 3.3 2.4 (0.7) −8.6±0.3 (4.1)
) −19.4 (3.8) 3.3 2.4 (0.7) −12.7±0.3 (0.0)

co-workers.12,13



Figure 4. Energy components (kcal/mol) contributing
to the overall free energies of binding forwild-type and F56
mutant U1A-RNA systems. VAL, ELE and VDW are the
solute valence, electronic and van der Waals energy con-
tributions, respectively; GB-ES andNP are the electrostatic
and non-polar contributions to the solvation free energy,
respectively; NMODE is the entropy contribution to the
free energy; TOTAL is the overall free energy from the
summation of the energy components. (a) Absolute ener-
gies for wild-type, F56A, F56L and F56W systems. (b) Re-
lative energies of F56 mutants compared to wild-type. (c)
Electrostatic and non-electrostatic energy contributions of
F56 mutants compared to wild-type scaled according to
equation (10).
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than is seen in the experimental results; however, the
trend in the mutant binding free energies compared
to wild-type remains correct compared to the experi-
mental results. The α, β and γ parameter values de-
rived here may be applicable to future MM-GBSA
calculations on F56 U1A mutants.

MM-GBSA analysis by chemical forces indicates
different underlying causes contributing to
experimentally observed binding free energies of
different F56 U1A mutants

MM-GBSA-LR provided excellent results comput-
ing binding free energies for wild-type and several
F56 U1A mutants with SL2 RNA compared to the
experimental results. The advantage to using an
energy component technique such as MM-GBSA-LR
is that the resultant data can be further analyzed to
obtain information that cannot be obtained from the
experimental data. One such technique involves
analysis of the contributions of the various energy
components for the systems of interest.
The analysis in Figure 4 is based on the separate

trajectory method with the free U1A protein in the
closed conformation. The individual energy compo-
nents contributing to the overall binding free energy
of U1A-RNA are shown in Figure 4(a). The overall
free energy of binding is dominated by the solute
and solvent electrostatic components. These compo-
nents are of opposite sign and nearly equal value for
each of the systems. This indicates that differences in
the solute electrostatics in the systems are generally
compensated for by equal and opposite differences
in the electrostatic contribution to the solvation free
energy. Other components may, of course, contri-
bute to this compensation, as well. In addition, this
analysis indicates that very large contributions from
the different energy components sum to an overall
small binding free energy for wild-type U1A-RNA
and the F56 mutants, indicated by the TOTAL label
in Figure 4(a).
In Figure 4(a), the component contributions

appear to have quite similar values between
wild-type and the F56 mutants, due to the large
energy values of the electrostatic component
contributions. This issue was remedied by plotting
the same data of the F56 mutants relative to wild-
type (Figure 4(b)). Figure 4(b) provides a clearer
picture of the contributions to the overall binding
free energy of the F56 U1A-RNA mutants com-
pared to the wild-type system. The F56A U1A
mutant has the weakest binding free energy for
SL2 RNA compared to the other mutants. Accord-
ing to Figure 4(b), this poor binding is due to less
favorable solute ELE and VDW contributions com-
pared to wild-type that cannot be compensated for
by a slightly more favorable VAL and GB-ES. The
F56L U1A-RNA mutant also has poor binding
compared to wild-type. Figure 4(b) indicates that
the energy components for the F56L U1A-RNA
mutant are for the most part quite similar to wild-
type. However, an unfavorable contribution from
GB-ES cannot be completely compensated for by a
favorable contribution from the VAL component
compared to wild-type. The F56W U1A-RNA mu-
tant has the largest differences in energy compo-
nents compared to the wild-type system, yet has
the most similar overall binding free energy. The
unfavorable GB-ES component contribution almost
perfectly compensates for the favorable ELE and
VDW contributions.
Figure 4(c) reports the electrostatic and non-elec-

trostatic energy contributions as well as the overall
free energies of binding for the F56 mutants com-
pared to the wild-type system. The electrostatic and
non-electrostatic energy components were scaled
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using the α and β parameters, respectively, from
equation (1). This graph indicates that the F56A sys-
tem has the lowest binding free energy of all of the
mutants because both the ES and NES contributions
are unfavorable compared to wild-type. This is in
contrast to the F56L and F56W systems, which in-
dicate unfavorable ES contributions that are com-
pensated for by favorable NES contributions
compared to the wild-type system. For the F56W
system, the ES and NES contributions are nearly
equal in magnitude and opposite in sign, whereas
for the F56L system, the favorable NES contribution
is not large enough to compensate completely for
the unfavorable ES contribution.
Figure 5 plots the energy components of SL2 RNA

from the single trajectory method relative to wild-
type. This enables comparison of the SL2 RNA
energetics when bound to wild-type and F56 U1A
mutants. Though these energies cannot be scaled by
the optimized parameters in equation (1) because
they are not ΔGs, they can still contribute to an un-
derstanding of differences being imposed on the RNA
structure by the mutation at position 56 in U1A. As
with the energy components contributing to the over-
allΔGs (Figure 4), the most significant differences are
in the ELE andGB-ES components compared towild-
type, which compensate for each other with nearly
equal and opposite values. However, SL2 RNA
bound to F56AU1A has the opposite trend compared
to wild-type U1A than when it is bound to F56L or
F56W. The VAL energy component is unfavorable for
SL2 RNA bound to all of the mutant proteins com-
pared to wild-type, while the VDW energy compo-
nent is favorable. Overall, SL2 RNA bound to each of
the mutant proteins is unfavorable energetically
compared to wild-type, as indicated by the results
in the TOTAL column.

MM-GBSA analysis on a residual basis indicates
energetic differences throughout F56 mutant
systems rather than localized at the site of mutation

Energy decomposition on a per residue basis was
performed for the wild-type and F56 mutant free
Figure 5. Unscaled energy components (kcal/mol)
contributing to the free energy of SL2 RNA bound to F56
U1A mutants relative to wild-type obtained from the
single trajectory method. Energy components are defined
in the legend to Figure 4 and in the text.
U1A proteins in the closed form, free SL2 RNA and
U1A-RNA complexes. The ES and NES terms for
each residue were collected in both the bound and
free forms, followed by scaling based on equation (1)
and calculation of ΔG for each residue. The entropy
term complicates matters for this analysis, as it is a
collective property of the entire system and cannot
be decomposed on a residual basis as may the other
energy components. Entropy was, however, origin-
ally included in the linear regression analysis that
was used to obtain the parameters in equation (1). In
this computation, the approximation is made that it
is acceptable to use the α, β and γ parameters from
equation (1) to scale the residual ES and NES terms,
since change in entropy was similar for all of the
systems.
Figure 6 plots the scaled energy decomposition

on a residual basis for the F56 mutant systems re-
lative to wild-type. Differences in ΔΔG greater than
±0.5 kcal/mol are highlighted in blue. Here, we
concentrate mainly on the residues between Thr11–
Lys98, as the N and C-terminal residues (residues
Ala2–His10 and Gly99–Val102, respectively) are un-
structured and quite mobile in the simulations and
are thus expected to vary compared to wild-type.
As may be seen from the plots, the energy
differences are distributed over the entire protein
as well as the RNA. The site of mutation, position
56, indicates a significant difference in ΔG com-
pared to wild-type for all three mutant systems
studied. However, this energy difference is unfavor-
able for the F56A and F56L mutants, which have
unfavorable binding compared to wild-type, while
the energy difference from the F56W mutant at this
position is favorable compared to wild-type. The
majority of the significant perturbations occur in the
loop 3 – β3 and loop 6 – helix C regions of the
protein, and the nucleotides involved in binding in
the RNA loop region. In addition, the differences in
ΔG for the RNA nucleotides are generally unfavor-
able in the mutant systems.

Ab initio interaction energetics estimate the
extent to which stacking energetics contribute
to U1A-RNA binding free energies

Ab initio calculations were performed on U1A-
RNA model systems obtained from the average
MD structures at the MP2/6-311G(d,p) level of
theory to obtain an estimate of the contribution of
stacking interactions in U1A-RNA binding. The
results of these calculations can be found in Table
2. The F56A mutant has the weakest interaction
energy compared to wild-type (2.3 kcal/mol),
which may be expected due to the loss of stacking
interactions. However, the F56L and F56W mutants
have very similar interaction energies compared to
wild-type (0.7 kcal/mol), which is interesting since
the Trp mutant maintains stacking while the Leu
mutant does not. Hydrophobic interactions may
help to compensate for the loss of stacking for the
Leu mutant. These interaction energies may pro-
vide an estimate of the degree to which a loss of



Figure 6. Per residue free energy decomposition of F56 mutants compared to wild-type (ΔΔG, kcal/mol) scaled
according to equation (10). The secondary structure of U1A residues (2–102) and SL2 RNA (−5 to 16) is indicated. Residues
withΔΔG values ±0.5 kcal/mol compared to wild-type are highlighted in blue. The truncated value for Arg7 in the F56W
mutant is −1.55 kcal/mol.
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stacking interactions affects binding in the F56 U1A
mutants.
Discussion

MM-PBSA and related techniques involve post-
processing of MD trajectories to obtain free energy
estimates by summing gas phase (MM) and solvent
(PB/GB and SA) energetic contributions. Such calcu-
lations are pairwise additive, and recent studies have
proposed a link between dynamical structure and
functional energetics via detailed energy breakdowns
into contributions from solute and solvent.17,20,21 The
advantage of this class of free energy calculations is
the rapidity with which estimates can be obtained on
a wide range of individual cases. There are, however,
problems to be contended with as well. First and
foremost is that additivity per se is an approximation:
free energies are in general not additive, since the
entropic contribution is a collective property of an
entire system.51,52 This is inherent in describing MM-
PBSA as “phenomenological,” i.e. a method postu-
lated on the basis of plausible intuition as opposed to
something rigorously derived from a full statistical
mechanics partition function. In addition, calculations
of this genre are susceptible to both errors of omission
and commission. Errors of omission involve the
neglect of particular energetic contributions, such as
counterion effects and configurational entropy in this
study, while errors of commission refer to uncertain-
ties in the estimates of terms included in a model, i.e.
the use of a constant dielectric in calculating the
solvation free energy or the use of a harmonic
potential in the normal mode calculation.
The MM-GBSA adaptation energies, detailed in

Table 3, are of considerable interest in the U1A-RNA
system due to the conformational changes that take
place in both the U1A protein and SL2 RNA. The
adaptation energies indicate that free U1A in the
open form and free SL2 RNA are less stable in their
bound forms than in their free forms, while the same
is not true for U1A in the closed form. MM-GBSA
also predicts that the open form of U1A is ener-
getically more stable than the closed form, which
would suggest the structure of the free 2–102 U1A
construct would be in an open form instead of a
closed form. These discrepancies may be due to the
use of an implicit solvent20 or the neglect of certain
terms. In addition, they may be due to the difference
in the length of the U1A protein constructs used. The
experimental NMR structure is comprised of resi-
dues 2–117,7 while the construct used in this study
and the experimental binding studies of the F56
mutants is comprised of residues 2–102.12,13,46 It has
been observed by NMR that helix C of the 2–102
U1A construct is more dynamic than that of the 2–
117 construct,11 and that these motions are on the



Table 3. Conformational adaptation energies (kcal/mol)

Single
trajectory

Separate
trajectory

Adaptation
energyσa σa

Free U1A (closed)
Wild-type −4216.39 2.30 −4200.80 2.09 −15.59
F56A −4206.42 2.37 −4188.34 2.89 −18.08
F56L −4238.23 2.45 −4209.61 2.28 −28.62
F56W −4211.28 2.23 −4197.67 2.54 −13.61

Free U1A (open)
Wild-type −4216.39 2.30 −4235.34 2.24 18.95
F56A −4206.42 2.37 −4228.46 2.09 22.04
F56L −4238.23 2.45 −4261.49 2.05 23.26
F56W −4211.28 2.23 −4233.51 2.08 22.23

Free SL2 RNA
Wild-type −4608.26 1.47 −4628.29 0.58 20.03
F56A −4603.79 1.68 −4628.29 0.58 24.50
F56L −4599.49 1.46 −4628.29 0.58 28.80
F56W −4601.03 1.44 −4628.29 0.58 27.26

a Standard error of mean values.
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micro-to millisecond timescale, a longer timescale
than can be observed using MD. Dynamical motions
of helix C on a 2–3 ns time scale have also been
reported by time-resolved fluorescence anisotropy
studies (Baranger, Knee et al., unpublished results)
NMR,11 and MD.40 These short timescale motions
may contribute to dynamical processes on longer
timescales. The effect of the length of U1A construct
on the dynamics of helix C may be indicated by a
crystal structure of the 98 residue construct of U1A
reported with helix C in the open position.10 No
interconversion between the closed and open forms
of free U1A has been observed on the timescale of
our simulations, and there is currently no estimate of
the energy barrier for interconversion between the
two forms.
Mutation of F56 in U1A to Ala or Leu results in a

5.5 or 4.1 kcal/mol loss in binding free energy
compared to wild-type, which is a much more
detrimental effect on binding than mutation to Trp.
Since Trp retains the aromaticity lost upon mutation
of Phe, while Ala and Leu do not, it is an obvious
assumption to attribute the loss in binding free
energy with the Ala and Leu mutants to the loss of
stacking interactions upon binding SL2 RNA.
However, previous studies have indicated smaller
interactions between aromatic amino acids and
nucleobases, on a scale of 1–3 kcal/mol.53–59 MP2/
6-311G(d,p) interaction energies calculated for
model systems of these F56 U1A mutants derived
from MD average structures suggest that a loss of
stacking is worth 2.3 and 0.7 kcal/mol in the F56A
and F56L systems, respectively (hydrophobic inter-
actions in the Leu mutant may partially compensate
for loss of the aromatic interaction). These estimates
suggest a similar contribution from stacking in this
system compared to earlier estimates that do not
completely account for the differences in binding
free energies. In contrast, stacking is maintained by
the Trp mutant, yet it has an interaction energy
difference similar to the Leu mutant compared to
wild-type.
If the experimental binding free energies in Table 2

could completely be accounted for by the stacking
interactions between the residue at position 56 and
A6 of SL2 RNA, then it might be expected that
largest difference in the MM-GBSA component
analysis of the F56 mutants would be in the VDW
energy component.60 This, however, is not the case.
Figure 4(b) shows that, compared to wild-type, the
VDW component is unfavorable for F56A, favorable
for F56W and very similar for F56L. This result
supports the idea that, though stacking contributes
to the differences in the binding free energies in the
mutants, it is not the only factor. Further analysis of
Figure 4(b) and (c) indicates that there are significant
differences between the wild-type and F56 mutants
in most of the energy components, leading to a
complex view of the overall contributions to binding
in this system. Though the overall binding free
energy is similar for all of the systems, the mutants
obtain the overall binding free energies by different
mixtures of the various energy terms. This is not
necessarily obvious upon inspection of the experi-
mental binding free energies, and indicates different
contributing factors to binding for the different F56
mutants.
Inspection of the residual free energies of the F56

mutants compared to wild-type (Figure 6) indicates
that energetic differences are not localized to the site
of the mutation. Rather, the single mutation at
position 56 creates differences in residual free
energies that are distributed throughout the mutant
proteins. This also supports the idea that stacking is
not the only factor contributing to the differences in
the binding free energies of the F56 mutants. We do
note, however, that the main significant differences
in the residual free energies are in regions of the
protein that have been shown to be involved in
conformational adaptation61,62 and in regions
important for binding (loop 3 – β3 and loop 6 –
helix C).2 There is also significant compensation in
the free energies of the residues in the protein, in that
significant unfavorable contributions at sites in the
protein are compensated for by favorable contribu-
tions at other sites.
Analysis of the SL2 RNA energetics also lends

support to the idea that stacking is not the sole
contributor to differences in the experimental bind-
ing free energies in the F56 mutant systems. Figure 5
indicates that energetics of SL2 RNA are less fa-
vorable when bound to each of the F56 mutant U1A
proteins compared to the wild-type system. How-
ever, SL2 RNA bound to F56L and F56W mutants is
more unfavorable than when bound to the F56A
mutant. If stacking was the sole contributor to the
differential binding free energies of the mutants, it
would be expected that the energy of SL2 RNA
bound to F56A U1A would be the least favorable
compared to wild-type. This idea can be explored
further by analysis of the energy decomposition of
SL2 RNA on a nucleotide basis (Figure 6). If stacking
was the only contributor to the differences in binding
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free energies of the F56 U1A mutants, it would be
expected that a large unfavorable ΔG compared to
wild-type would appear at the A6 nucleotide (which
stacks with Phe56 in wild-type U1A) for the Ala and
Leu mutants, but not for the Trp mutant. Though all
of the mutants do have unfavorable ΔGs compared
to wild-type at the A6 position, unfavorableΔGs are
not localized specifically to that position, and are
seen throughout most of the RNA.
Insight into U1A-RNA binding can be gained from

additional analysis of SL2 RNA in these systems.
Figure 5 indicates that SL2 RNA bound to the F56A
mutant is more favorable than when bound to the
F56L and F56Wmutants. Since the F56A mutant has
the weakest binding free energy compared to the
mutants, this result suggests that the poor binding
free energy of the F56A system is likely due more to
differences in the protein than to differences in the
RNA upon binding, which has been suggested
previously.38 Energy decomposition of SL2 RNA
on a nucleotide basis in the mutant systems (Figure
6) indicates that the majority of nucleotides have
unfavorable differences in ΔG compared to wild-
type. This observation corresponds to the data in
Table 3, which show that the adaptation energy for
SL2 RNA is higher upon binding to the F56 U1A
mutants than it is upon binding to wild-type.
Overall, these results indicate that SL2 RNA binding
to wild-type is more favorable than binding to any of
the F56 mutants.
Conclusions

MM-GBSA was used in conjunction with normal
mode analysis to successfully account for experi-
mental binding free energies of the U1A protein for
SL2 RNA for wild-type and several F56 protein
mutants. Average energies were obtained from
samples of snapshots extracted from MD simula-
tions. The trend in the computed binding free
energies for the U1A-RNA mutants was in agree-
ment with the experimental values, though absolute
binding free energies were overestimated. A linear-
response-like equation was used to scale the various
energy components to obtain binding free energies
in agreement with the experimental values. Ab initio
calculations were performed on model systems to
estimate contributions of stacking to binding.
Differences in binding free energies between the

single and separate trajectory methods indicate that
conformational adaptation is important. Individual
component analysis provides insight into the differ-
ent overall free energies of binding for the F56
mutants. Though overall binding free energies of the
F56 U1A mutants are very similar, they arise from
different combinations of favorable and unfavorable
energetic component contributions. Free energy
decomposition on a residual basis indicates differ-
ences throughout the entire protein, not only at the
site of mutation, and especially in areas of the pro-
tein shown to be important for binding. MM-GBSA
analysis and ab initio calculations indicate that
differences in mutant binding free energies are not
completely accounted for by differences in stacking
interactions. Taken together, these results indicate
that there may be different underlying causes of
ostensibly similar experimentally observed binding
affinities of different mutants, and thus recommend
caution in the interpretation of binding affinities and
specificities purely by inspection.
Materials and Methods

MD simulations

The starting structure for the MD simulation of the
wild-type U1A-RNA complex was based on the X-ray
cocrystal structure of the N-terminal RRM of U1A bound
to SL2 of U1 snRNA solved at 1.92 Å resolution,9 PDB
ID:63 1URN. Biological unit 2 was chosen for the initial
structure as it contains the most complete structural
information for SL2 RNA. The U1A protein was extended
from the crystal structure construct to obtain a structure
containing residues 2–102 to match that used in the
binding affinity experiments, and two point mutations
(H31Yand R36Q) were introduced to revert the protein to
the wild-type sequence. Details of these procedures have
been described.40 Point mutations were introduced at the
Phe56 position in this structure to create the F56A, F56L
and F56W mutant complexes. This extended U1A-RNA
complex was then separated into its constituent protein
and nucleic acid parts, which served as starting structures
for the MD simulations of wild-type U1A in the open
form and the free SL2 RNA, respectively. Point mutations
were introduced at the Phe56 position in this U1A
structure to create the F56A, F56L and F56W mutants of
free U1A in the open conformation. The free SL2 RNA
used in the previously reported biochemical studies was a
25mer;12,13,46 however, the SL2 RNA in the X-ray
cocrystal structure of the complex and in other MD
studies was a 21mer (Figure 1). As previous studies have
shown that the shorter SL2 RNA stem does not affect U1A
binding,53 the 21mer RNA was used in the calculations
described here.
The starting structure for theMD simulation of the wild-

type U1A in the closed form was based on the NMR so-
lution structure of the unbound protein,7 PDB ID:63 1FHT.
Model 5 was selected as the representative structure based
on analysis of the 43NMR structures byNMRCLUST 2.1.64
The U1A NMR structure was truncated from residues 2–
117 to residues 2–102 to match the construct used in the
binding affinity experiments. Point mutations were intro-
duced at the Phe56 position in this structure to create the
F56A, F56L and F56W mutant forms of free U1A in the
closed conformation.
MD simulations were performed using the AMBER65,66

suite of programs with the parm9667 force field. The
systems were solvated in a box of explicit TIP3P68 water
molecules that extended a minimum distance of 12 Å
from the solute atoms. Neutralizing Na+ or Cl– ions were
added to each system, after which Na+ and Cl– ions were
added to each system to obtain a salt concentration of
250 mM, in accordance with the conditions of the binding
affinity experiments. The ions were randomized around
the solute such that the ions could be no closer than 5 Å
to the solute and no closer than 3 Å to each other.
Additional details of the minimization and MD proce-
dures were described by Pitici et al.40 The results pre-
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sented here are based on a production runs of 3 ns to
32 ns (see Table 1).

Methodology

Free energies of binding were estimated using MM-
PBSA or MM-GBSA in AMBER 866 according the methods
described by Gohlke and Case,20 using an additive free
energy component analysis approach. This analysis fol-
lows a similar protocol established by Beveridge, Baranger
et al. in studies of the U1A-RNA complex,38,40,43 the EcoRI
endonuclease complex,17 the λ repressor-operator26 and a
number of protein-DNA complexes.19

The overall objective of this method is to calculate the
absolute binding free energy for the non-covalent associa-
tion of any two molecules, A and B, in solution, i.e.:

½A�aq þ ½B�aqf½A*B*�aq* ð2Þ

where [A]aq refers to the dynamical structure of molecule
A free in solution, [B]aq refers to the dynamical structure
of molecule B free in solution, and [A*B*]aq* represents
the complex formed from molecules A and B, taking into
account any structural changes ([A*] and [B*]) and
solvent reorganization (aq*) that may occur upon com-
plex formation.
In principle, this calculation requires three MD simula-

tions, one each on [A]aq, [B]aq, and [A*B*]aq*. Gohlke and
Case20 refer to this protocol as “separate trajectories” or
“three trajectories” (3T). One may also make the (ques-
tionable) approximation that structural adaptation is
negligible and draw the trajectories for [A]aq and [B]aq
from the single MD carried out on [A*B*]aq*, simply by
separating the complex into its constituent parts, [A*] aq*
and [B*] aq*. This is referred to as the “single trajectory” (1T)
method.
The binding free energy for the non-covalent association

of two molecules may be written as:

DGðAþ BYABÞ ¼ GAB � GA � GB: ð3Þ
The free energy of anymoleculeXmay be divided into a

contribution from the solute and a contribution from the
solvent:

GðXÞ ¼ GsoluteðXÞ þ GsolventðXÞ ð4Þ
The free energy contribution from the solute may be

expressed as:

GsoluteðXÞ ¼ UðXÞ � TSðXÞ ð5Þ
where

UðXÞ ¼ hEðXÞi ¼ hEvalðXÞ þ EeleðXÞ þ EvdWðXÞi ð6Þ
and

SðXÞ ¼ Strans þ Srot þ Svib ð7Þ
Here, 〈E(X)〉 represents the average MM energy of snap-
shots obtained from the MD simulation(s), which is
comprised of internal energy contributions from bonds,
angles and torsions (Eval), the electronic energy contribu-
tion (Eele) and the van der Waals distance-dependent in-
teraction energy (EvdW), Strans and Srot are the entropic
contributions from translational and rotational motion,
respectively, obtained from classical statistical mechanics,
and Svib is the entropic contribution from vibrational
motion, obtained using the normal mode analysis module
nmode implemented in AMBER 8. Note that this protocol
neglects any small changes in volume upon complex
formation as well as configurational entropy contributions
from side-chain reorganization.
The quasi-harmonic analysis69,70 was used as an

alternative method of computing the entropy for this
study. The length of the MD simulations were not ex-
tensive enough to provide convergent behavior (data not
shown), which has been shown previously.20,70 In
addition, the quasi-harmonic vibrational entropy is highly
dependent on the superposition of the structures used for
analysis.20 As such, we used results from the normal-
mode analysis to estimate entropic contributions in this
study.
The free energy contribution from the solvent may be

expressed as:

GsolventðXÞ ¼ GesðXÞ þ GnpðXÞ ð8Þ
where Ges is the electrostatic contribution and Gnp is the
non-polar contribution. In this study, the electrostatic
contribution was calculated using PB as implemented in
the pbsa program in AMBER 8 or one of several GB
programs. GB is an analytic approximation to the PB
method for solving the electrostatic contribution to the
solvation free energy. The GB methods compared in this
study are the Hawkins, Cramer, Truhlar pairwise general-
ized Born model71,72 with parameters described by Tsui
and Case73 (GBHCT, called by IGB=1 in AMBER 8), the
modified GB model developed by Onufriev, Bashford and
Case, which has been optimized with two different α, β
and γ parameter sets49,50 (GBOBC(I), called by IGB=2 in
AMBER 8 and GBOBC(II), called by IGB=5 in AMBER 8),
and the GB andmodifiedGBparameterizations derived by
Jayaram, Sprous and Beveridge74 (GBJSB, called by IGB=3
in AMBER 7 and MGBJSB, called by IGB=4 in AMBER 7).
The non-polar contribution to the solvation free energy is
calculated by:

GnpðXÞ ¼ gSASAðXÞ þ b ð9Þ
where γ is a surface tension parameter, set to 0.005 for PB75

and 0.0072 for GB,76 SASA(X) is the solvent-accessible
surface area of molecule X, computed with the program
molsurf,77 and b is a parameterized value, set to 0.86 for
PB75 and 0.0 for GB.76
Free energy decomposition was performed on a per-

residue basis. Solute free energies and the electrostatic
contribution to the solvation free energy were computed
according to the methods described earlier in this section,
while the non-polar contribution to the solvation free
energy was determined using the LCPO method.78

MM-PB(GB)SA-LR calculations

Snapshots for MM-PB(GB)SA analysis were collected
from the MD simulations once every 20 ps over the stable
portion of computed trajectories, as determined from
convergence of RMSD plots (Table 1). The same snapshots
were used for normal mode analysis except for the free
SL2 RNA trajectory, for which snapshots were collected
every 200 ps. MM-PB(GB)SA and normal mode analysis
were performed on each snapshot and averaged to obtain
energy components and overall free energies of binding.
Energy components were subsequently scaled using a LR-
like equation:

DG ¼ aðDESÞ þ hðDNESÞ þ g ð10Þ
where α, β and γ are weight factors derived from a mul-
tiple regression analysis and ΔES and ΔNES represent the
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electrostatic and non-electrostatic energy components,
respectively, derived from MM-GBSA:

DES ¼ Deleþ DGB ð11Þ

DNES ¼ Dvalþ DvdW þ Dnp� TDS ð12Þ

Ab initio calculations

To probe the stacking energetics involved in U1A-RNA
binding, ab initio calculations were performed between A6
of SL2 RNA and Phe56 of U1A, as well as the Ala, Leu, and
Trp mutants. Bound forms were obtained using the ave-
rage structures from MD simulations, followed by
deletion of all atoms but the ones of interest. The ribose
of A6 and the Cα of the amino acids were then replaced
with a methyl group. Interaction energies were calculated
using Gaussian 0379 at the MP2/6-311G(d,p) level of
theory80–86 in the presence of solvent using a Polarizable
Continuum model (PCM).87–99 The free systems were
calculated in water (ε=78.39) to mimic a solvated
environment, and the bound forms were calculated in
diethyl ether (ε=4.335) to mimic the hydrophobic core
environment in the U1A-RNA complex. Reported inter-
action energies include (gas-phase) basis set superposition
error (BSSE) corrections.100
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